Doodle Your 3D: From Abstract Freehand Sketches to Precise 3D Shapes
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Figure 1. Unlike prior methods (LAS-D [88]), our sketch-based shape generation algorithm generalises to abstract doodles without training
on human sketches. Thanks to our part-disentangled sketch and shape representations, we exhibit (a) fine-grained correspondence between
sketches and generated shapes, allowing us to (b) perform highly localised shape edits through edits in sketches.

Abstract

In this paper, we democratise 3D content creation,
enabling precise generation of 3D shapes from abstract
sketches while overcoming limitations tied to drawing skills.
We introduce a novel part-level modelling and alignment
framework that facilitates abstraction modelling and cross-
modal correspondence. Leveraging the same part-level
decoder, our approach seamlessly extends to sketch mod-
elling by establishing correspondence between CLIPasso
edgemaps and projected 3D part regions, eliminating the
need for a dataset pairing human sketches and 3D shapes.
Additionally, our method introduces a seamless in-position
editing process as a byproduct of cross-modal part-aligned
modelling. Operating in a low-dimensional implicit space,
our approach significantly reduces computational demands
and processing time.

1. Introduction

We envisage a world where 3D content creation is democra-
tised, granting everyone the liberty to freely create and mod-
ify 3D shapes. This shared vision has spurred collective ef-
forts, initially centred on using text as a condition for 3D
shape creation [43, 46]. However, the pivotal challenge
arises when delving into fine-grained [6, 55, 62] creation
— text can be ambiguous, lacking the nuanced cues essential
for precise idea conveyance. This is where sketches step in
as a complementary input modality [14, 63, 64] , inherently
and accurately capturing users’ intent — the promise being
“what you sketch is what you get”.

All that stands in the way of fulfilling that promise is you
and your sketch, or the lack of it — “I can’t sketch”, I hear
you say! Prior works [7, 20, 24, 88] in this space do gen-
erate shapes given rough sketches, but the issue lies in the



resulting output — a poorly drawn sketch yields a deformed
3D shape where your lack of drawing skills is accurately
reflected — “what you sketch is literally what you get” (see
Fig. 1). In this paper, we aim to democratise sketch-to-3D
creation by definitively addressing this very point — for the
first time, enabling your abstract (“half-decent”) sketches to
generate precise 3D shapes, all without any specific paired
human sketch and 3D shape data!

Navigating these challenges is no small feat. First,
sketches transcend mere edge maps [77]; they embody sub-
jective abstract forms that have been proven to be difficult
to model [39, 68]. Second, the hurdle lies in injecting a
fine-grained understanding to capture the inherent details
within sketches. Third, the challenge extends to establish-
ing fine-grained cross-modal correspondences [13] between
sketches and 3D shapes. And last but not least, we are keen
on avoiding the need to collect a dataset of human sketch
and 3D pairs [59, 89] to achieve all said challenges.

Our solution, we think(!), is quite elegant. It revolves
around a well-known hypothesis: part-level modelling aids
[16, 74] in generalising to complex (fine-grained) shapes.
In this paper, we not only extend this hypothesis but also
demonstrate its applicability to modelling abstraction. The
intuition is straightforward — parts enable more flexibility
(as they can move around) in terms of global construc-
tion, thus accommodating deformations [59] found in hu-
man sketches. It is roughly akin to using a single match-
stick where you are limited to just that, but by breaking it
into pieces, you can create something more meaningful.

Our part-level modelling initiates from a pre-trained
auto-decoder [29], where we invert the decoder to obtain
part-disentangled latent representations. However, this step
alone is not sufficient. For cross-modal matching and down-
stream editing, we also require these parts to be aligned,
roughly corresponding to the same regions in an object cat-
egory. To achieve this, we align these parts, ensuring they
share the same indices for similar components in the de-
composition. Subsequently, we train a generative model,
specifically a diffusion pipeline [31, 61], on this aligned la-
tent space. Through sampling from the trained network, we
can unconditionally generate aligned and part-disentangled
latents. These latents can then be decoded [29] into tangible
meshes. Note that in contrast to typical voxel-space diffu-
sion models for 3D shape generation [43, 88], our approach
involves performing diffusion in the latent space [61]. This
approach, operating in a low-dimensional implicit space,
enables semantic edits and interpolations with significantly
reduced computational demands (0.02xparams) and pro-
cessing time (3 x faster) when compared with prior art [88].

Curious about the role of our solution in sketch mod-
elling? Here is where the elegance of our approach
truly stands out! Surprisingly, the same decoder [29] can
be conveniently leveraged to achieve part-level modelling

for sketches, all without the need to collect any sketch
data. This correspondence is established by transferring the
shape decompositions onto their corresponding rendered
2D edgemaps. To enhance abstraction modelling, we took
an additional step by passing the aforementioned edgemaps
through a CLIPasso [68] network to produce of human-like
sketches before establishing the said correspondence. Fi-
nally, on the editing front, having established a part-level
cross-modal correspondence, we can effortlessly determine
which parts of the 3D shape the in-position sketch is edit-
ing. Subsequently, we can condition the generation of each
part with individual part representations.

In summary, our contributions are: (i) Empowering ab-
stract sketches to generate precise 3D shapes and execute
in-position editing, surpassing limitations associated with
drawing skills prevalent in prior methods. (ii) Introducing
an intuitive part-level modelling and alignment framework
that facilitates abstraction modelling and cross-modal cor-
respondence. (iii) Conveniently leveraging the same part-
level decoder for sketch modelling, achieved by establish-
ing correspondence between CLIPasso edgemaps and pro-
jected 3D part regions. (iv) Introducing a seamless in-
position editing process as a byproduct of our cross-modal
part-aligned modelling.

2. Related Works

3D Representations: 3D shapes have been popularly rep-
resented in their explicit geometric form via (i) point clouds,
(ii) voxel grids and (iii) polygonal meshes. Generally cap-
tured by 3D sensors [33], point clouds represent the 3D sur-
face of real-world objects [5] using coordinate sets [60] on a
3D space. While representative in nature [75], point clouds
are typically sparse and are converted to denser representa-
tions [4, 26] like meshes [26, 83] or used as voxel [84] grids.
Voxelised representations of shapes are dense 3D grids with
filled/unfilled information per grid-cell, forming the most
straightforward extension of a pixel in 3D. Voxels rich in 3D
spatial data, are thus commonly processed with 3D CNN5s
[76] for both representative [71] and generative [88] tasks.
Lighter than voxels, meshes represent approximate 3D sur-
faces with polygon-faces, requiring only vertices and con-
necting faces to depict shapes. This allows easy deforma-
tion [44, 45] and manipulation by offsetting vertex positions
[46] for 3D generative tasks [3, 26, 44, 46]. Explicit 3D ge-
ometrical representations are, however, compute-intensive
[66, 72] and hence limited to low grid-resolutions.
Alleviating this limitation, continuous implicit functions
fo [29, 56] represent shapes by mapping coordinates to im-
plicit values. Implicit values like (i) occupancy [51] and
(ii) signed distance [56] represent the coordinate’s pres-
ence within the shape and distance from the surface respec-
tively. Sampling for these implicit values along a template
grid [56] of mesh vertices or voxel coordinates allows us



to build tangible shapes in the form of meshes and vox-
els. Thus, having function parameters ¢ enables us to ob-
tain explicit shape forms of arbitrary resolution (0.1 or 0.01
etc.) by sampling any coordinate with the known continu-
ous implicit function. Beyond implicit and explicit forms,
part-level representations decompose 3D shapes into parts
for part-specific editing [29, 82] and generation [29, 54].
Shapes can be hierarchically decomposed without explicit
part-level supervision into hyperplanes [10], quadratic sur-
faces [81], superquadrics [57, 58], and GMM (Gaussian
Mixture Model) based [28, 29] shape-partitions.

3D Generation: 3D shapes can be generated by sampling
on a learned latent space of implicit functions like signed
distance [56] and occupancy [51], or adversarially by con-
verting to explicit voxels [38, 87], meshes [49], or point
clouds [38]. The recent success of denoising diffusion mod-
els [31, 61, 65] in generating high fidelity images has led to
their adoption for diverse generation of explicit 3D struc-
tures [46, 50, 88]. Denoising randomly sampled gaussians,
however, requires multiple iterations resulting in slow and
compute heavy inference [48], particularly in the context of
explicit generation [88]. As a result, generation of high-
resolution shapes becomes impractical. While generation
of implicit functions [12, 53] or function parameters [18]
with latent diffusion [61] is scalable, it limits generation di-
versity [34] and editability. In this work, we leverage the
efficiency of implicit representations with part-level decom-
position of GMM based models [29] to learn a latent diffu-
sion model in a part-aware implicit space for high resolution
shape generation, guiding and editing.

Sketches for 3D: Shape reconstruction from single-view
[15, 19, 78] and multi-view [15, 69] images has been exten-
sively studied with deep encoder-decoder architectures [15,
19] as well as through generative modelling with adversarial
[17, 86] and diffusion pipelines [23, 46]. While sketches are
sparser [24] representations of shapes compared to images,
their expressive nature makes them an ideal input modal-
ity for interactive tasks like retrieval [59, 79], modelling
[7,41, 42,73, 88], and editing [7, 88] of 3D shapes. How-
ever, hand drawn sketches are inaccurate in representing ob-
jects from pre-defined viewpoints [22] or with consistent
style. This makes the task of sketch-to-3D more of a gener-
ative [88] one than reconstructive [7], as one sketch can cor-
respond to multiple plausible shapes. Nevertheless, shapes
can be constructed both from reconstruction and generation
perspectives with deterministic encoder-decoders [7, 40]
and denoising diffusion models [88] respectively. In this
work, we encode sketches in a fine-grained part-aware rep-
resentation for conditional shape generation through latent
diffusion [61]. We explicitly imbibe part-specific knowl-
edge in sketch representations by aligning part-disentangled
sketch encodings with underlying shape parts, allowing us
to capture fine-grained shape information from the sketch.

3. Proposed Methodology

Overview: The expressive [30] nature of sketch as an in-
put modality makes it an excellent choice for spatial control
over 3D generative tasks [88]. We aim to perform sketch-
conditioned generation of 3D shapes via (i) diffusion-
based generative modelling on implicit representations of
a pre-trained neural implicit decoder [29] and (ii) map-
ping sketches to this implicit space for fine-grained con-
trol. Specifically, we represent part decompositions of 3D
shapes in a part-disentangled latent space of a pre-trained
decoder [29], and map sketches to this space via similar
part-disentangled sketch representations. Evidently, this
mapping allows us to (i) condition shapes based on highly
abstract doodles [25] that are unseen during training, (ii)
perform fine-grained and localised shape edits by matching
edited regions in sketches, and (iii) generate a morph [2] of
multiple shapes by naive interpolation of sketches.

3.1. Baseline Sketch-to-3D Generation:

Implicit Neural functions f : R?® — R efficiently charac-
terised 3D shapes with the relationship between 3D coor-
dinates (z,y, z) and their implicit values O = f(z,y, 2) as
occupancy [51] or signed distance [56]. Neural networks, as
universal function approximators [52], learn these functions
for various shapes as a unified function Oy = fy(I, x,y, 2),
where implicit code I € R? describes a shape uniquely
[56]. A naive way to model an explicit shape on an input
sketch S would be to learn a mapping from sketch to im-
plicit I using a visual encoder E (like ResNet-18 [27]) and
use a pre-trained function fy to sample implicit values as:

OI:fO(E(8>7X) (1)

where, X = (z,y, z) refers to sampling coordinates in 3D.
The explicit shape can then be reconstructed [29, 56] from a
uniform grid of coordinates and their implicit values. While
such a formulation explores 3D reconstructions based on
efficient neural implicit modelling [56], it has a few inher-
ent limitations: (i) generated explicit shapes lack editabil-
ity as discovering local edits in implicit codes that translate
to explicit edits is non-trivial [29]. This is primarily due
to a lack of feature disentanglement in the naive implicit
codes I € RY that learn a global immutable feature per
instance. Secondly, mapping of sketch — implicits is a one-
to-many task [88] as 2D line drawings lack the granularity
to perfectly depict a single shape, corresponding to multi-
ple plausible shapes at once. Modelling such a problem as a
deterministic one-to-one mapping i.e. I = E(S) is thus ill-
posed. Finally, a mapper trained on synthetic edgemap-like
sketches S (from scarcity of line drawings) does not gener-
alise [88] to human-drawn doodles that suffer from geomet-
ric and perspective inaccuracies.

To address these challenges, we (i) perform part-aware
neural implicit modelling (Sec. 3.2) by decomposing ex-



plicit shapes into m parts as Z € R™*?, and mapping them
to global implicit codes I. Part-level disentanglement in
the latent space allows for part-specific editing by mixing
or swapping parts from multiple latents. (ii) We learn a
diffusion [31] pipeline as a generative model [61] on this
part-aware latent space to stochastically generate editable
shape implicit codes, where we exert fine-grained control
over shape generation with sketches. (iii) To perform lo-
cal shape edits by editing on sketches (Fig. 1), we learn
the same disentanglement of parts — this time to represent
sketches, by matching sketch regions with pre-decomposed
parts in Z. We find, this helps in generalising to freehand
doodles, despite training on synthetic sketches.

3.2. Part-aware Neural Implicit Shape modelling

A pre-trained decoder D [29] decomposes an explicit shape
(mesh) M as Z = {w;}™, where w; € R? and maps
it to implicit codes I, to get output shapes. These part-
latents (Z) are decoded to form (i) structural representa-
tions ZP = D, (Z) € R™*% and (ii) volumetric descriptors
79 = Dy(Z) € R™*'6 where D, D, are fully connected
layers in D. While part-structures (Z?) are comprised by
d-dimensional latents, part-volumes (ZY) are represented
as parametric 3D gaussians, N (1, 3;) (16-parameters e.g.
S R3, & € R3*3 etc. [28, 29] ) under a global
Gaussian mixture model (GMM) with mixing weights 7;
as p(X) = Y" 7 N(ui,2i). A Gaussian represent-
ing a part in Z, captures the probability of a sampled point
(X in Eq. (1)) to belong to that part. In unsupervised im-
plicit decomposition, part-specific 3D Gaussians represent
part-orientation and positions in the 3D space. They (i) en-
able uniform part decomposition and (ii) allow explicit part-
disentanglement of overlapping and closely-placed parts.
Finally, part-structures and Gaussian parameters are con-
catenated followed by self-attention [67] to form implicit
codes I, thus extending Eq. (1) as:

Or = fo(D(Z), X) 2)

Accordingly, the mesh M can be constructed with March-
ing Cubes [47] over a grid of implicit values Oj.

3.3. Part-level Alignment in the INR Latent Space

Constructing a part-aligned latent representation allows bet-
ter control for conditional generation and editing [32]. Al-
though Z is decomposed into m parts, it lacks part-level
alignment across different shapes since the pre-trained de-
coder D does not enforce positional encoding [29] while
using self-attention blocks. Hence, we align Z such that its
part-indices ¢ € [1,m] correspond (Fig. 2) to similar parts
(e.g. chair’s leg) across all shapes. For this, we first pre-
compute Z for all shapes by (i) using the occupancy values
Oy and 3D coordinates X to invert our pre-trained decoder
D and implicit function fy as Dy(.) = Inv(fe(D(.), X)),

Minimum Wasserstein Matching
Template Latent Zy

Inversion

[ =11

Alignment
7 f\
)

-
Alignment

VA Aligned Latent Space Zy

Figure 2. Decomposing shapes into latents, we shuffle m part in-
dices of each latent Z € R™*? for minimal Wasserstein distance
[35] with corresponding parts in template latent Z; € R™X4,

(ii) optimising for Z = Dy(Oy) to match its correspond-
ing implicit code I = D(Z). Next, we randomly se-
lect the part-latents (Z) from one shape as “femplate part-
latents” Z; € R™*? and align all other Z by minimising
the distance between their part-volumes Z9 = Dg(Z ) [46].
Specifically, given the parameters {p;,3;}%, € Z9, we
compute the Wasserstein distance (W;;) [35] between two
3D Gaussians — N (s, 3;) for i'™ part of Z and N (u;, ;)
for 5 part of Z; as:

W25 = [l — pyl13 + Te(S + 55 - 2(225;52)%) (3)

For alignment, we replace the n'" part of Z with its 2" part
that has the minimum Wasserstein distance from n™ part
(same part-indices) of template part-latent Z,, as:

fi = arg min W; ,, 4)
1<i<m

3.4. Unsupervised Part Discovery for Sketches

To enable fine-grained control of shape generation using
sketches S € RZT*W  we aim to learn an m-level part-
aligned sketch representation f(S) € R™*% . First, we
handle the scarcity of paired sketch and 3D shapes [59, 89],
by rendering 2D projections Z = R, (M) of shape (M)
[70] from multiple views v € V with rendering function
R.(-). The 2D projections (i.e., images) Z are used to
generate synthetic line-drawings S = sketch(Z) as aug-
mented edgemaps [8] following [68]. Next, we learn the m-
level part-aligned sketch representation f,(S) by discover-
ing parts corresponding to part-latents Z € R™*¢. Specifi-
cally, we use the part-volume parameters {y;, X;, m; } € Z9
to represent the probability of a 3D coordinate X belonging
to the i™ part using a GMM with 3D Gaussian N (p;, )
and mixing coefficient 7; as:

pi(X) = - N (X |4, 25) ()

We use p;(X) to identify parts from shape coordinates
X and construct corresponding m 3D segment maps
{M3P}m | Next, we overlay these segmentation maps over
synthetic sketches (Fig. 3) by rendering them from same
viewpoint (as sketches) v as M52 = {R,(M3P)} 1, to
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Figure 3. Part-level segmentation maps are created by segmenting
3D shapes into parts with part Gaussians and rendering individual
3D shape parts on synthetic sketches. This segments sketch re-
gions based on shape parts of their corresponding 3D shapes.

construct segmentation maps for sketch regions that cor-
respond to m shape parts. The annotations M2 allow
us to obtain part-disentangled sketch representations fs(S),
aligned with part-latents Z € R™*9¢ of corresponding
shapes to enhance control over generation and editing.

3.5. Latent Diffusion for 3D Generation

We use a pre-trained decoder D to represent shapes in m
parts as part-latents Z € R™*9, 7 is aligned across all
shapes in a category, such that similar parts have the same
part indices ¢ € [1, m]. Rendering the (a) shape and (b) its
individual parts on a 2D plane separately, we (a) construct
sketches from shape boundaries and (b) overlay sketch re-
gions with rendered parts (as part-level annotations). Next,
we train a diffusion model on part-latents Z for genera-
tive modelling, which we condition with part-disentangled
sketch representations from part-level annotations.

The diffusion pipeline consists of (i) a predefined for-
ward process g(zo.), where noise is added to zy progres-
sively from 0 — T till ¢(z7) ~ N(0,1) and a (ii) reverse
process pg(zr.0) where a network estimates denoising con-
ditionals pg(z;—1]z¢) for each step t(< T'). Specifically,
given a noisy sample z; = \/a;2o + /1 — ;€ at time step
t with constants {a; }1_, and € ~ N(0, I), the network es-
timates the noise € as eg(z¢, t). The simplified loss is:

Lipm = EZNq(z0)7e~N(07I)7t U |€ — €9 (Zt7 t) ‘ |§} (6)

During inference, zr is sampled from A (0, 1) and is itera-
tively denoised to zg. We learn the underlying distribution
of part-latents Z € R™*4 as z, with latent diffusion, where
our denoiser €y consists of fully-connected layers f; and
multi-head attention module C (Fig. 4(a)).

Part-level Sketch Representations: For fine-grained con-
trol over generated shapes, we use part-disentangled repre-
sentations f(S) € R™*% from sketches S matching with
similar disentanglement in part-latents Z € R™*¢, For this,
we utilise part annotations of sketch regions corresponding
to m shape parts and train for segmentation to predict parts
as sketch segment-maps. This segmentation is facilitated by
encoding sketches as ) = f(S) € R™*4: with a ResNet-
18 [27] encoder f,, and decoding to segment-map predic-
tions of individual parts with auxiliary decoder f. consist-
ing of upsampling blocks (Fig. 4(b)). To optimize for disen-
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Figure 4. Model overview: (a) The diffusion pipeline denoises
latent vector z; € R™*? to z,_; with fully connected layers f4
and a multi-head attention module C at time step ¢. After t = 0, the
fully denoised vector 2o corresponds to a generated part-latent Z.
(b) We encode sketches as part-disentangled representations with
encoder fs by segmenting them into segment maps of individual
parts with shared decoder f,. These sketch representations are fed
to the attention module C as a Query with intermediate diffusion
outputs (from f;) as Key-Value pairs.

tanglement of part features in sketch representations f,(S),
representation of each part of size € R% is decoded indi-
vidually with common decoder f!, making disentanglement
indispensable for accurate part-segmentation.

Importantly through part-aware representations, we
align encoding f,(S) to represent the same explicit parts
from sketch S irrespective of its viewpoint . As such, we
can naively aggregate information on different parts from
multi-view {v1,...v,} sketches {S, }"_,, allowing us to

reconstruct the shape more accurately (Fig. 8) with an ag-

gregated representation f(V) = & - Z?zl [s(Sy,)

Sketch Conditioning:  Sketches are encoded as n =
fs(S) € R™*? where sketch-features are disentangled into
m parts-features as {n; }7,. Part-features have one-to-one
correspondence with pre-defined explicit shape parts, and
hence part-indexing holds positional significance to uphold
this correspondence. We utilise this property for sketch con-
ditioned generation by concatenating sinusoidal positional
embeddings of part-indices to both the condition vector
fs(8S) from sketch S and the noised input z;. We then use
our multi-head attention block C as a cross-attention module
[67] by using the sketch conditioning f4(S) and intermedi-
ate diffusion outputs f5(S) as Query and Key-Value pairs
respectively to compute attention as:

QKT /\dy) -V (7)

Attention(Q, K, V') = softmax(
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Figure 5. From left to right: 3D shape; an edgemap of a 2D render
of the shape; corresponding sketches from the ProSketch3D [89]
and AmateurSketch3D [59] datasets; an abstract CLIPasso [68]
sketch of the shape.

with Q:WQ.fs(S)a K:WK‘fd(zh t)a V:WV'fd(Zta t)
where W@, WX WV represent the projection matrices for
Queries, Keys, and Values respectively. The output from C
(used for cross-attention) is projected back to the input di-
mension with fully connected layers and skip connections.
The loss function is extended from Eq. (6) as:

£C:Ez~q(zo),e~/\f(0,l),t [| |6 - 69(2157 t, fs (8))”%] (®)

3.6. Inference Pipeline

Inference with the trained diffusion pipeline is performed
as a reverse process, by (i) randomly sampling zp € R™*4
from the normal distribution N'(0,I) and (ii) estimating
the denoising conditionals at each step t : T — 0 as
eo(z1,t, fs(S)) € R™*? with conditioning signal f,(S) €
R™*4s from sketch S. The intermediate denoised latent
z¢ 1s now denoised to zy with estimated noise iteratively
as 2y — Zi—1 — Zt—2... — Zzo giving us part-latents
Z = zy € R™*? that can be decoded to obtain implicit
codes I = D(Z) with pre-trained D. Implicit values (oc-
cupancies) are sampled with a coordinate grid as Eq. (2) to
construct output mesh M with marching-cubes [47].

4. Experiments

Our latent diffusion pipeline is trained on edgemaps [8] and
synthetic sketches [68] from 2D projections of 3D shapes.
For generalisation to human sketches, we evaluate primarily
on hand-drawn doodles for generative control and diversity.
Datasets: We use a subset of the ShapeNet [9] dataset, con-
sisting of 6755 ‘chair’ shapes [7]. All shapes are normalised
to unit cube and rendered from 6 distinct views v € V with
azimuthal angles distributed across [—7,7) and at a con-
stant elevation of {5 from a distance of 2.07 units. These
renders are used to create non photo-realistic renderings [8]
and abstract sketches using CLIPasso [68] similar to [7]
(Fig. 5). Thus, we obtain a total of ~ 80K sketch samples
synthetically generated from our shape dataset. We invert
pre-trained D, for these 6755 shapes, obtaining their latent
representations Z, which we align and use as ground truth
latent codes following the evaluation split in [56]. Without
training on any human sketches, we evaluate our model on
sketches from the AmateurSketch-3D dataset [59] consist-
ing of 3000 hand-drawn sketches of 1000 chairs drawn from
viewpoints at angles of 0°, 30°, and 75°. We further evalu-
ate on the ProSketch dataset [89] containing 1500 sketches

of 500 chairs drawn at 0°, 45°, and 90°. Our evaluation
set thus consists of (i) unseen hand-drawn sketches drawn
from (ii) unseen azimuthal angles, allowing us to demon-
strate the robustness of our algorithm to sketch style and
viewpoint perturbation, respectively. Finally, we demon-
strate further robustness to abstraction by generating shapes
from the chair category in the Quick-Draw! dataset [25] of
highly abstract diverse sketches from 15 million people.

Implementation details: Noisy sample z, € R™*512

is concatenated with sinusoidal positional embeddings (€
R™*224) of timestep ¢, and projected to R16*128  The in-
termediate outputs from these layers are concatenated with
part-index positional embeddings € R16*16 and timestep
positional embeddings R'6*16 again to form Key-Value
pairs for cross-attention. Sketch encodings f,(S) € R6x64
are likewise projected and concatenated with part-index em-
beddings to R'6%256 forming Query for multi-head atten-
tion block C that generate part-latents zo € R™*512,

Training: We train the diffusion pipeline with a DPM
solver [48] for 1000 timesteps for 10M iterations. We use a
learning rate of 1e-4 with the AdamW optimizer and a batch
size of 128 on a NVIDIA RTX 3060 Ti. The sketch condi-
tioning module is trained on the same GPU with a learning
rate of 2e-4 with an Adam optimizer and a batch size of 64.
Training the unconditional diffusion model, the sketch con-
ditioning, and the conditional diffusion pipeline takes 39,
41, and 44 hours on the GPU respectively.

Competitors: (i) Unconditional shape generation algo-
rithms: SDF-StyleGAN [87] appropriates StyleGAN2 [36]
from 2D to 3D with 3D convolutions and learns a shape in
a voxelised SDF space through locally and globally critical
discriminators. Diffusion-SDF [12] learns an MLP-based
diffusion model to predict the implicit function for gener-
ating a shape. Rather than the ‘coarse’ implicit space, de-
noising is performed in a ‘smooth’ variational [37] latent
space from which an implicit latent code is decoded. Mesh-
Diffusion [46] parameterises meshes with tetrahedral grids,
representing them with 3D convolutions and generating
shapes from deformations of uniform tetrahedrals. Recent
volumetric diffusion models including LAS-D [88], SD-
Fusion [11] and Wavelet-Diffusion [34] perform diffusion
in the voxelized occupancy space, SDF space, and SDF-
decomposed wavelet space respectively to generate shapes.
(ii) Conditional generation of shapes has been explored
through language prompts [46], images [21], point-clouds
[50] and sketches [7, 88]. We compare our sketch-based
shape generation with LAS-D [88] as well as image-based
shape generation models like SDFusion [11]. We also com-
pare with deterministic sketch to shape reconstruction al-
gorithms. Sketch2Model [85] builds shapes from sketches
adversarially with sketch-viewpoint aware generative mod-
elling. Sketch2Mesh [24] renders shapes differentially
and optimizes the mesh by comparing (a) shape silhouette
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Figure 6. Qualitative comparisons of our method with LAS-D [88] and SENS [7] on sketches of different levels of abstraction from (i)
highly detailed sketches by artists (first 2 from ProSketch-3D [89]) and (ii) sketches by amateurs with perspective distortions (next 6 from
AmateurSketch-3D [59]) to (iii) Highly abstract sketches drawn in <20s (last from Quick-Draw! [25]). While neither LAS-D nor our
algorithm has seen hand-drawn doodles during training, SENS[7] was trained on ProSketch-3D sketches.

AmateurSketch-3D ProSketch-3D Inference
CD] EMD,| CDJ) EMD| Time|] Params]

Sketch2Model [85] 0.913 0.631 1.050 0.301 147s 85M
SketchSampler [20] 0.615 0.537 0.582 0.240 1.64s 46M

Methods

Sketch2Mesh [24]  0.257 0.211 0.228 0.171 90s M
SENS [7] 0.121 0.096 - - 333s  177TM
SDFusion [11] 0.632 0.483 0375 0.259 255  1099M
LAS-D [88] 0.159 0.128 0.195 0.147 6s 767TM
Ours 0.109 0.091 0.093 0.087 2s 19M

Ours-Multi-View  0.097 0.089 0.085 0.082  2.5s 19M

Table 1. Comparison of conditional generation and model ef-
ficiency on the AmateurSketch-3D [59] and ProSketch-3D [89]
datasets (unit for CD here is 10~1). Performance of SENS [7] not
reported for ProSketch-3D as it is in their training set.

with sketches and (b) segmentation masks from shape ren-
ders with segmented sketches. SENS [7] learns a Vision-
Transformer mapping of sketch patches to latent space of
D, forging a one-to-one relationship between sketches and
corresponding shape implicit codes.

Comparative Analysis: We include a qualitative perfor-
mance analysis of our algorithm with SOTA LAS-D [88]
and SENS [7] on different sketch datasets in Fig. 6. For
quantitative evaluation of conditional shape generation, we
follow recent works [88] to sample 2048 points on both gen-
erated and ground truth meshes and use point-cloud based
metrics like (i) Chamfer Distance (CD) computed as the
squared distances between nearest points in predicted and
ground truth point clouds and (ii) Earth Mover’s Distance
(EMD) computed as the average point-to-point distance un-
der a global match of the prediction with the ground truth.
From Tab. 1, our algorithm outperforms previous SOTA
LAS-D [88] and SENS [7] in sketch-conditioned generation

by 0.0076,/0.049 and 0.0012/0.05 on average CD/EMD re-
spectively without any training on human sketches. For
unconditional shape generation (Tab. 2), we evaluate diver-
sity with shading-image based Fréchet Inception Distance
(FID) [87] where images are rendered both from the pre-
dicted and ground truth meshes in 20 uniform views, from
which view-specific FIDs are averaged. We find that our
method outperforms Mesh-Diffusion [46], SDF-StyleGAN
[87], and Wavelet Diffusion [34] in FID by 23.57,14.16,
and 6.32 respectively (lower is better) while performing at
par with frameworks like LAS-D [88] and Diffusion-SDF
[12]. We also use point-cloud based metrics [1, 80] like
(i) Coverage (Cov.) measuring the fraction of generated
shape point clouds that match (based on CD/EMD) with the
ground truth shape point clouds, (ii) Minimum Matching
Distance (MMD) measuring the average minimum match-
ing distances (Chamfer/Earth Mover Distances) between
point clouds from generated and ground truth shapes and
(iii) 1-Nearest Neighbour Accuracy (1-NNA) measuring
the similarity between generated and ground truth point
clouds using a 1-NN classifier. While for Cov. and MMD,
a higher and lower value respectively is better, for 1-NNA,
the best model should be closest to 50 % denoting that the
1-NN classifier is confused whether a sample is real or gen-
erated. We evaluate with these metrics on the ShapeNet [9]
dataset where our model performs (Tab. 2) at par with other
diffusion-based 3D generative frameworks.

Abstraction robustness: We use CLIPasso [68] to simulate
sketches from edgemaps of 100 random rendered shapes
with 8, 12, 16, 24, and 32 strokes to represent increasing ab-
straction levels following their assumption [68] of abstrac-
tion as a function of number of strokes. Sketches of vary-



COV(%) 1 MMDJ| 1-NNA (%)
Methods CD EMD CD EMD cD EmD [P+
SDF-StyleGAN [87] ~ 45.60 45.50 0.158 0.184 63.25 67.80 36.48
Diffusion-SDF [12]  65.35 59.22 0.106 0.133 51.18 543 21.07
Mesh-Diffusion [46] ~ 46.00 46.71 0.132 0.173 53.69 57.63 39.62
LAS-D [88] 5376 52.43 0.138 0.175 64.53 65.15 20.45
Wavelet-Diffusion [34] 52.88 47.64 0.133 0.173 61.14 66.92 28.64

Ours 63.39 61.2 0.103 0.149 54.25 57.12 22.32

Table 2. Comparison of unconditional shape generation from
training on ShapeNet Chairs (unit for CD here is 10~ 1).

Average Chamfer Distance ({) Methods CDl

0.04 —e— LAS-D [88] Ours 0.109
—e— SENS [7] wlo

0.03 —e— Ours alignment 0.171

part-disentangled

0.02 sketch encodings 0.162

with

0.01 1 Att" layer 0.127
2 Att" layers 0.114
4 Att" layers 0.110

Strokes— 12 16 24 32

Table 3. Ablative studies
on the AmateurSketch-
3D dataset [59] (unit for
CD here is 1071%).

Figure 7. Drop in quality of generated
shapes in LAS-D [88] and SENS [7]
from increasingly abstract sketches
generated with CLIPasso [68].

ing abstraction levels are then used to generate 3D shapes
whose Chamfer Distance (CD) from the ground truth shape
is plotted in Fig. 7. Despite both our method and SENS [7]
being trained on CLIPasso sketches, we find that SENS per-
forms worse at lower abstraction levels than our algorithm,
with the average CD increasing from 0.0078 to 0.0241 com-
pared to our CD increase (0.0084 to 0.0130). Algorithms
like LAS-D [88] train on edgemaps only, resulting in a
lower performance (CD increases from 0.0102 to 0.0390).
Shape editing: We explore the editability of generated
shapes through (i) edits in the input sketch and (i) interpo-
lation between shapes. Representing sketches through local
part-aware encodings allows us to perform local edits [29]
in the shape without disturbing the global structure, with
stroke-level sketch edits. Given a sketch edit S — S, we
identify parts affected in the edit, by the Euclidean distance
between part encodings. Next, we generate corresponding
part-latents Z and Z’, and then replace part information in
Z corresponding to edited parts in S’ with respective part
information from Z’. As observed in Fig. 1 (right), we
are able to ensure local edits while maintaining fine-grained
control over generated shapes. Fig. 9 demonstrates edits
by morphing shapes into one another via interpolation of
sketch representations only.

Ambiguity in Sketches: Single-view sketches of 3D shapes
suffer from ambiguity in representing complex structures
due to (i) the sparse nature of line drawings and (ii) the lim-
ited representative power of a single viewpoint . Determin-
istic reconstruction of shapes from sketches is thus inher-
ently biased as they selectively form one-to-one sketch-to-

Single-View Multi-View

J;b; sy %ﬁ =

Figure 8. Ambiguity in the input sketch, owing to occlusion from
specific views or poor quality sketches leads to (slight) variance in
generated shapes that can be fixed with multi-view sketches.

/-

Figure 9. Generated shapes can be smoothly morphed into one
another by simple interpolation of sketch representations.

shape correspondences in a one-to-many setting. Recognis-
ing this ambiguity, we demonstrate shape variations from
single-view sketches from AmateurSketch-3D in Fig. 8. To
reduce ambiguity in generated shapes, we perform multi-
view sketch to shape reconstruction by simply aggregating
part representations from multiple views. This increases
shape reconstruction accuracy (Fig. 8) in AmateurSketch-
3D and ProSketch-3D sketches, dropping CD/EMD from
0.0109/0.093 to 0.0097/0.085 respectively (Tab. 1).
Ablation Experiments: We perform ablative studies to
analyse the contribution of individual elements in our pro-
posed approach. Using Chamfer Distance as a metric on
the AmateurSketch-3D [59] dataset, we summarise our re-
sults in Tab. 3. We find a increase in CD of (i) 0.0062 on
removing latent alignment (Sec. 3.3), (ii) of 0.0053 on re-
placing part-aware sketch encodings (Sec. 3.5) with naive
ImageNet features, and (iii) by 0.0018,/0.0005/0.0001 with
1/2/4 multi-head attention layers respectively. Remov-
ing part-aware sketch features, in particular (Tab. 3 - w/o
part-disentangled sketch encodings), results in much worse
generalisation with +0.0053 CD on human-drawn sketches
compared to synthetic sketches (+0.0031 CD).

Time and memory constraints: Towards practical gener-
ation of 3D shapes, we evaluate the compute constraints
of our algorithm against conditional shape generative net-
works like LAS-D, SENS, and SDFusion (Tab. 1). Our
model not only outperforms conditional networks in param-
eter count, but is also lighter than unconditional generative
models (which do not have a conditioning network) like
Diffusion-SDF (123M), and Wavelet-Diffusion (99M). As
a lightweight network, our model naturally has minimal in-
ference time in comparison to SOTA generative networks.

5. Conclusion

We present a latent diffusion pipeline to generate precise 3D
shapes from abstract sketches with part-disentangled sketch
representations. We demonstrate fine-grained control over



generated shapes with hand-drawn doodles on a variety
of abstraction levels — from highly abstract Quick-Draw!
sketches to artistic ProSketch-3D diagrams. Our generated
shapes can be automatically edited with fine-grained edits
on the conditioning sketch and can be further improved with
sketches from additional viewpoints by a simple aggrega-
tion of sketch features. Finally, we demonstrate our pipeline
to be much more efficient than SOTA 3D generative models.
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Supplementary Material

A. Further Details on Shape Decomposition

Here, we clarify Sec. 3.2, elaborating on the decomposi-
tion of shapes (as meshes) into part-latents Z. To represent
a ground truth shape M with decoder D, (i) the ground-
truth occupancy values for coordinates X = (z,y,2) in
and around the shape are recorded along with the coordi-
nates themselves. (ii) The decoder D is trained to decode
a randomly initialised part-latent Z to an implicit code as
I = D(Z). (iii) Finally I is used in implicit function fjy
to predict occupancy values for known coordinates X, as
O; = fe(I,X). During pre-training, D, Z, and fy are
optimized together with binary cross entropy loss (LpcE)
against the recorded (ground truth) occupancy values.

The decomposition of shape M occurs through its rep-
resentation as part-latent Z € R™*< using the decoder D.
Ideally, after disentanglement each latent code w; in part-
latent Z = {w;},, sufficiently and independently repre-
sents individual components of shape M, thus successfully
breaking down M into m parts represented as {w;}" ;.
This disentanglement of part-latents is necessary for inde-
pendent representation of shape parts. However, Lpcg is
not enough for this disentanglement, as it only encourages
the final output shape to match shape M, thus ignoring part-
level correspondence.

To optimize for disentanglement, part-latent Z is pro-
jected to part structural representation Z — Z, and part
volumetric descriptor Z — Z,. Particularly important for
this representation, each part’s volumetric descriptor is a
parametric 3D Gaussian that captures the probability of a
3D coordinate X belonging to that part. This establishes a
relationship between coordinates in the 3D space and part-
latent Z, thereby representing the volume of each part in
3D. For decomposition and disentanglement respectively,
this relation of part and 3D coordinates is pivotal for (i) dis-
sipating 3D Gaussians Z,; over the entire shape volume (M)
and (ii) specifically disentangling overlapped, or closely-
placed parts (as information is commonly entangled here
[29]), by computing distance between part-Gaussians in 3D.

B. Segmenting Hand-Drawn Sketches

We demonstrate the generalisation of sketch-based shape
generation to hand-drawn sketches after being trained on
synthetic sketches only (Fig. 6). To further explore this
generalisation, we include qualitative results from our aux-
iliary segmentation task on hand-drawn sketches from the
AmateurSketch-3D dataset [59] in Fig. 10. We note that de-
spite being trained on synthetic sketches, we can generalise
and segment hand-drawn sketches fairly accurately.
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Figure 10. Segmentation results on the AmateurSketch-3D [59]
dataset. (On left) We show the predicted semantic segmentation
map for all 16 parts. (On right) For clarity, we show the segmen-
tation map individually for each part.

C. Shape Interpolation

\ NS - ==
' > Ve <
SR - -
4 Y / )
Al
& &S S s <
A [ S 9 \ l
ol .
1 &~ Vo
o W S o= S <
y . / ™\ | ; \ 1 - \
// / /
¢ )
‘\S\\\t\\! =

Figure 11. Interpolating shapes among four different sketches (at
corners) from left to right and top to bottom.

D. Generating Shapes from Other Categories

In addition to chairs (Fig. 6), we perform sketch-based 3D
generation of airplanes from the ShapeNet [9] dataset. We
include qualitative results of the same in Fig. 12.
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Figure 12. Single view sketch to shape generation for airplanes
from the ShapeNet [9] dataset.
E. Additional Qualitative Results (Chairs)
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Figure 13. Generation of chair shapes with sketches from the Figure 14. Generation of chair shapes with sketches from the

AmateurSketch-3D dataset [59]. AmateurSketch-3D dataset [59] (continued from Fig. 13).
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